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d Open-Set Panoptic Segmentation J Experiments
= Labels = Challenges = Assumptions for preventing label conflict " Qualitative Results ( inge denotes ””k”"” 'S)'w
Known * Finding unknown instances is more difficult. = Y unknown class C thing class. K e
Thing Seen Unknown = Annotating V objects is almost impossible. " Parts of known objects # unknown class (e.g., tire in car). Image |
Unknown * Find unlabeled unknown instances = PQJ!, RQ! = Unknown classes in training images only appear on void

Class Stuff Unseen Unknown regions.

= Dataset based on COCO [1]

" We construct different splits with different ratio, K of unknow

n classes among thing classes.
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= Evaluation Metrics

_ _ Baseline
10%: (5%) + boat, tie, zebra, stop sign

IoU(p, g
PQ = Z(p ,9)ETP ( ’ ) : - ‘ TP‘ - : \ 20%: (10%) + dining table, banana, bicycle, cake, sink, cat, keyboard, bear
TP TP _I_ 4 FP _|_ £ FN False Positive ’~’yr\1labe|§¢\> . . o
—‘v‘_/ u\w o o L = \We remove annotations for unknown classes during training.
segmentation quality (SQ) recognition quality (RQ) Ground-truth Prediction EOPSN
J Introduction J Method = Baselines on COCO validation set with K=10%.
- MOtivatiOn u EOPSN Utilization of void regions Th Kn(%zvn T < S S Unknown
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= Panoptic segmentation is widespread new class ,
- _ _ ] Panoptic with exemplars Void-background 377 76.3 46.6 | 448 793 54.1 |129.2 728 375 (14.0 71.1 5.7
= Real-world is an open-world and annotating all instances and Clustering FPN | Void-ignorance 372 763 459|439 790 53.1 |29.1 73.0 37.3 3.7 718 52
LL Void-suppression 375 759 46.1| 45.1 80.6 54.5 |28.2 70.2 36.1 |72 753 9.6
backgrounds are difficult — Void-train 36.9 76.4 455|440 803 533|282 71.7 360 |78 734 107

" |n exemplar theory, people categorize a new object by
comparing exemplars of eachclass. || = [ mmmmmmm - - - - - s e mmmmmmmmmmmm— = -

= Comparison of Baseline and EOPSN with various K.
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= Our contributions - = ¢ . - ~
_ . _ PanopticL_» =2 a\.’ A S R {0 unnown class 2 Supervised  [39.4 77.] 484|458 80.7 554 (297 731 380| - - -
= We define open-set panoptic segmentation (OPS) task and W € ’ . 2 W P51 Unkonown lses s Bascline (Void-train) [ 37.7 76.7 464442 804 535283 713 362100 738 135
: : : : L f _— ¢ 7 T 4 rEnoWR €52 EOPSN 38.0 76.9 46.8 | 44.8 80.5 542 |28.3 719 362|231 747 30.9
make '.t fea§|b!e using reasonable assumptions through in-depth New image _l | Image with exemplars o Bascline (Void-train) | 369 754 455|432 790 524 | 283 704 362|835 732 116
analysis of its inherent challenges. new exemplars EOPSN 377 76.8 46.3| 445 80.6 53.8 |28.4 718 362|179 768 23.3
. ) § Baseline (Void-trai 369 764 455|440 803 533|282 71.7 360 | 7.8 734 10.7
" We construct a brand-new OPS benchmark by reformatting (B Unknown cass 1 (Y Unkenown clas 2 20 H]lEeo(Pgi\I rn 374 762 462|450 803 545|282 712 362|113 738 153
COCO [1] and present performance of several baselines based " Clustering — find unknown class and exemplars = Mining — discover more exemplars . Exemplars - a found unknown class
on Panoptic FPN [2]. " Store candidate proposals with object features. " Extract features of proposals and exemplars P S — »
= We propose a novel framework for OPS, EOPSN based on the " K-means over-clustering and remove noisy clusters. ® Compare features of proposals with exemplars.
exemplar theory and present its effectiveness. findime = Remining clusters = unknown classes » sim(proposal, exemplar) > threshold
It you can " Elements in the clusters = exemplars — the proposal is a new exemplar

" Baseline - Par.loptlc FPN [2] — = Train as background (void-background) _ _
= Class-agnostic regressor and mask generator. = |gnore during training (void-ignorance) J Discussion
= Segment known first and then unknowns using = Avoid labeling as known (void-suppression) = Only tackle seen unknown but # of imagesT = # of seen unknownT.

—

objectness score from RPN. = New evaluation metrics are needed.

= 4 different baselines with utilization of boxes Lyvoia = . —log(l —pc)
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